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Abstract—We study the role of vaccine acceptance in con-
trolling the spread of COVID-19 in the US using AI-driven
agent-based models. Our study uses a 288 million node social
contact network spanning all 50 US states plus Washington DC,
comprised of 3300 counties, with 12.59 billion daily interactions.
The highly-resolved agent-based models use realistic information
about disease progression, vaccine uptake, production schedules,
acceptance trends, prevalence, and social distancing guidelines.
Developing a national model at this resolution that is driven
by realistic data requires a complex scalable workflow, model
calibration, simulation, and analytics components. Our workflow
optimizes the total execution time and helps in improving overall
human productivity.

This work develops a pipeline that can execute US-scale
models and associated workflows that typically present significant
big data challenges. Our results show that, when compared
to faster and accelerating vaccinations, slower vaccination rates
due to vaccine hesitancy cause averted infections to drop from
6.7M to 4.5M, and averted total deaths to drop from 39.4K to
28.2K nationwide. This occurs despite the fact that the final
vaccine coverage is the same in both scenarios. Improving vaccine
acceptance by 10% in all states increases averted infections from
4.5M to 4.7M (a 4.4% improvement) and total deaths from 28.2K
to 29.9K (a 6% increase) nationwide. The analysis also reveals
interesting spatio-temporal differences in COVID-19 dynamics
as a result of vaccine acceptance. To our knowledge, this is the
first national-scale analysis of the effect of vaccine acceptance on
the spread of COVID-19, using detailed and realistic agent-based
models.

Index Terms—High Performance Computing Workflow, Agent-
Based Modeling and Simulation, Covid-19 Vaccine Acceptance

I. INTRODUCTION

The COVID-19 pandemic continues to pose significant
social, economic, and health challenges. The economic losses
have already been in the trillions of dollars just in the United
States (US). As of August 2, 2021, this pandemic has caused
over 198 million confirmed cases and 4.2 million deaths
worldwide. The pandemic caused significant waves in India
in April 2021 that resulted in unprecedented mortality and
morbidity.

The introduction of COVID-19 vaccines has proven vital in
the control of the pandemic in many western countries. The US
had seen a significant decline in cases earlier this year as an

increasingly larger fraction of the population was vaccinated.
Initially, when the vaccine rollout began in January 2021, the
availability of vaccines was the biggest bottleneck in the drive
to vaccinate millions of Americans, but now states are awash
in vaccines. The problem of vaccine allocation in the US has
shifted from a supply-side problem to a demand-side problem.
In January 2021, there was a limited number of vaccines and
many individuals wanting to take them. As of August 2021,
we are starting to hit the vaccine hesitancy wall wherein all
eligible individuals can get a vaccine, but many individuals
are unwilling.

Figure 1a presents a bivariate choropleth plot showing
the relative distribution of the social vulnerability index [9]
and vaccine hesitancy [13] for different counties. Figure 1a
suggests vaccine hesitancy has the potential to impact so-
cially vulnerable populations disproportionately. Additionally,
Figure 1b and 1c show scatter plots relating the vaccination
status and recent case counts across US states and counties in
the state of Virginia, respectively. As expected, these figures
indicate that states and counties with lower vaccine coverage
had higher incidence of disease spikes.

Summary of contributions and significance. In this paper,
we study the problem of controlling the COVID-19 pandemic
using efficient allocation of vaccines. Three key constraints
are modeled: (i) vaccine acceptance, (ii) levels of vaccinated
individuals and (iii) numbers of infected individuals. These
factors vary substantially across the US, as can be seen in
Figure 1. Furthermore, the variation is not just between states,
but even within states, making this a challenging problem.
Such spatial, temporal and social variabilities are best captured
using agent-based models; we describe such a model here –
a scalable, high performance, national agent-based modeling
framework. We use a realistic digital twin of the US social
contact network (288 million nodes, 12.59 billion edges in-
teracting in a time-varying manner). The spatially explicit,
time-varying social contact network captures the spatial and
temporal heterogeneities. Our basic approach builds on our
early work in [19], [15], [25], [3], [33], [27], [12]; this
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(a) Social Vulnerability Index vs. Vaccine Hesitancy across US counties.
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(b) Recent case counts vs. vaccine coverage
across US states.
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(c) Recent case counts vs. vaccine coverage
across counties in the state of Virginia.

Fig. 1: Fig. 1a shows the relative distribution of the social vulnerability index [9] and vaccine hesitancy for different counties. County-wise
vaccine hesitancy is obtained from the Facebook survey data [13] using the dataset as of August 2, 2021. Fig. 1b shows the distribution of
the mean number of recent cases (per 100K people) compared to vaccine coverage for the different states in the US as of September 2, 2021.
This figure indicates that states with lower vaccine coverage had higher incidence of disease spikes. Fig. 1c shows the distribution of the
mean number of recent cases per 100K people compared to vaccine coverage for different counties in the state of Virginia as of September
2. 2021. Localities with higher vaccination coverage, such as Albemarle County and Fairfax City, had lower case rates. With the increase in
the spread of the Delta variant of COVID-19, remote and lower vaccinated counties showed increasing case counts.

approach has been validated and used to support H5N1, H1N1
and Ebola response efforts [15], [3]. The need for such AI-
driven simulations is also described by Foster et al. in a recent
report [17].

In this paper, we make the following advances. First, the
models are data-driven and use detailed county-level informa-
tion about vaccine production schedules, vaccine acceptance,
disease progression parameters, and non-pharmaceutical in-
terventions for the US. The agent-based models had to be
extended to represent vaccinated individuals and production
schedules. Developing a data integration pipeline that can
execute US-scale models and associated workflows presents
significant big data challenges (See Section III). Second,
executing these large-scale simulations requires high perfor-
mance computing (HPC) resources, and availability of such
resources is limited; we present a novel approach that uses two
separate HPC clusters simultaneously. Workflow orchestration
across two large-scale clusters to reduce the overall execution
time and improve human productivity is one of the central
contributions of this paper. Finally, we carry out a detailed
analysis of the vaccine allocation problem. We are inter-
ested in understanding the spatial and temporal heterogeneity
across the US states. To the best of our knowledge, this is
the first time US-scale models with realistic social contact
networks have been used to study the impact of vaccines
and vaccine acceptance. In [32], Perrault et al. highlighted
the need for developing operational AI systems, calling it a
data-to-deployment pipeline. Our work takes a step toward
making computations seamless across multiple HPC systems,

and demonstrates how HPC clouds can be used for real-world
problems in public health.

Insights into the pandemic response. Analysis of the
simulations yield interesting insights; we summarize them
briefly here. Further details can be found in Sections VI
and VII.

1. Spatial and network heterogeneity matters: Effectiveness of
vaccine acceptance differs in different states. Averted infec-
tions and deaths per 100K individuals can be as high as over
6000 and 40 respectively in some states, and as low as below
1000 and 5 in others. This is a 5–7 fold variation. Interestingly,
state population size, instead of vaccine acceptance level,
seems to play a more important role.

2. Role of vaccine hesitancy: Vaccine hesitancy reduces the
effectiveness of vaccinations. Slower vaccination rates due
to saturation from vaccine hesitancy causes total infection
aversion to drop to 4.5M (from 6.7M in the fast vaccination
case where vaccination rates keep increasing) and total death
aversion to drop to 28.2K (from 39.4K in the fast vaccination
case) nationwide. This occurs despite the fact that the final
vaccine coverage is the same in both scenarios, only the speed
of vaccination is different. This demonstrates the significant
impact of vaccine hesitancy, and suggests the need for focused
efforts to increase acceptance quickly; this has already begun
in several states which have started to offer lotteries.

3. Infections and deaths can be further reduced by improving
vaccine acceptance. Improving vaccine acceptance by 10% in
all states can improve total infection aversion from 4.5M to



4.7M (a 4.4% improvement) and total death aversion from
28.2K to 29.9K (a 6% increase) nationwide. This provides a
significant improvement given the currently assumed levels of
acceptance.

An extended version of this paper with additional appendices
can be found at [1].

II. RELATED WORK

Prioritizing and optimizing vaccine allocation for various
epidemiological objectives has been an active research area
in infectious disease modeling for over a decade [29], [28],
[39]. While various approaches have been studied [23], [40],
[31], [22], [7], [18], age-based vaccine prioritization remains
the most commonly used [16], [18], though the exact ratios
vary based on infection and severity risk of the disease. For
COVID-19, there have been multiple attempts at understanding
the utility of age- and serostatus-based approaches [6], spatial
heterogeneity [24], and global allocations [21]. In the context
of the US, the importance of maintaining moderate levels of
non-pharmaceutical interventions while targeting high vacci-
nation uptake was highlighted in a multi-model effort in [4].

Most of the approaches above, however, are limited in
model fidelity, and do not explicitly capture the heterogenous
network structures and detailed interventions that might be in
place during a vaccination campaign. Recently, [11] studied
the utility of contact structure-based vaccination strategies
using a detailed agent-based modeling approach for the state
of Virginia. Simpler agent-based representations have also
been used to study the impact of delaying the second dose
[30]. While some recent studies ([34], [14]) have attempted
to address the question of vaccine demand constrants, to the
best of our knowledge this is the first study conducted on a
national scale using detailed agent-based models and realistic
datasets on vaccine rollout and acceptance.

In an previous study [27], we had presented a different
pipeline from what is described in this study. Compared
to [27], which scheduled tasks statically (apriori), a major
innovation of this work is the use of dynamic scheduling
of tasks/jobs which significantly improves task throughput.
Additionally, the pipeline presented in this work also saves
significant resources by bringing up/down database servers
(serving the population data) dynamically. In contrast, in our
earlier work [27] all the database servers were started in the
beginning. Finally, in a very recent study [2] we improve
on the present pipeline further. The new pipeline comprises
a number of enhancements that further reduce the overall
running time and make the pipeline fault-tolerant. Additionally
it has a new service that automates task distribution on the two
clusters – the present work does this task manually.

III. END-TO-END VACCINE STUDY WORKFLOW

Vaccine study refers to the study of epidemiological out-
comes arising from various vaccination allocation and prior-
itization strategies under different assumptions about vaccine
acceptance and vaccine administration schedules. Such studies
usually consist of a factorial experiment design where a small
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Fig. 2: Overview of the different components of the workflow
pipeline as well as their inputs and outputs.

set of critical parameters about the scenario are varied to
understand their effects on the epidemiological outcomes. The
specific vaccine study discussed in this paper includes 8 con-
figurations (cells), and its experimental settings are described
in Section V.

Designing vaccine studies that incorporate all available in-
formation in a timely manner generates a number of BigData-
related challenges.

Figure 2 shows the multitude of data sources that are used
in our workflow to generate accurate and realistic scenario
configurations. Incorporating data from so many sources leads
to ‘volume’, ‘velocity’, ‘veracity’ and ‘variety’ related BigData
challenges. The vaccine study workflow used here for studying
the impact of vaccination on the COVID-19 pandemic, under
various assumptions of allocation/prioritization, acceptance,
schedule, and efficacy uses the EpiHiper simulator. The con-
firmed case count data used for the workflow includes data for
over 3000 US counties for over 350 days. The factorial design
used in this paper needed over 6120 simulation instances:
2 vaccine acceptance levels × 2 vaccination schedules ×
2 prioritization schemes × 51 states × 15 replicates. The
individual-level output data, which includes 8 cells × 51
states × 15 replicates × multiple millions of state transitions,
contains multiple billion entries and is over 2TB in size. The
synthetic population data used for the simualtions includes
person, household, location, and activities data. Our analysis
mainly uses the person data, which is over 20GB in size. The
size of the aggregate epidemiological data, consisting of 8 cells
× 51 states × 15 replicates × 300 days × 180 health states ×
3 counts (number of nodes entering a state, number of nodes
currently in a state, and cumulative number of nodes entering
a state), contains over a 1 billion entries and is over 2.5GB in
size.

Component 1 collects surveillance data on daily confirmed
case counts at the county level for over 3000 counties in
the US. It also collects and synthesizes county-level data on
vaccine acceptance, allocation, prioritization, and vaccination
schedules. Once the disease model is ready for each state,
we initialize the simulation configurations by combining the
disease models with non-pharmaceutical interventions, and
incorporating information about prior and recent infections.
See Section V for more information.

Component 2 starts by calibrating EpiHiper simulations to



match the estimated effective reproduction number at the
state level (see Section V-C for more details). This step
is executed on our home cluster (Section IV-C). Once the
simulation configurations related to the vaccine study have
been created, they are then sent to the more powerful remote
cluster. As stated above, component 2 requires running 6120
HPC simulations. Even when using the larger remote HPC
cluster, executing such a large number of HPC jobs requires
additional tooling to run these simulations efficiently.

For this purpose, we had to develop a custom scheduler that
is aware of the semantics of our EpiHiper simulations (see
Section IV for more details). Since the remote HPC cluster
is a shared resource, different scheduling algorithms can be
applied to run the simulations depending on the availability of
computing resources.

Component 3 summarizes simulation output data and transfers
the summary data to the home cluster. Executing such a
large number of simulations generates terabytes of data, and
creates ‘volume’ and ‘velocity’ related BigData challenges. To
manage the complexity that arises from handling such large
volumes of simulation output data, we compute summarized
results (a few gigabytes in size) which are then copied back
to our home cluster for analysis. Here, it is augmented with
demographic, socioeconomic, and network attributes of indi-
viduals from our synthetic population data. Next, we extract
aggregate-level spatio-temporal epidemiological measures, e.g.
state-level daily infections and deaths in each age group, for
further analysis. In this study, we join the data of averted
infections and deaths with the synthetic data, as well as vaccine
acceptance data, to derive public health policy implications.
This step represents the ‘value’ generation component of the
overall BigData pipeline presented in this paper. See Sec-
tions V, VI and VII for discussion related to this component.

The end-to-end workflow and the corresponding study de-
sign presented in this paper are very flexible and can be
updated as input data, such as vaccine acceptance rates or
disease prevalence, change over time, or when we change the
objective questions to investigate.

IV. WORKFLOW ORCHESTRATION FOR COMPONENT 2

In this section, we describe details of component 2. Figure 2
shows an overview of the overall inputs and outputs of the
simulation models.

A. Simulation models

The epidemic simulations presented in this paper make
use of EpiHiper, an agent-based discrete time simulation
platform for infectious disease spread in a social contact
network. EpiHiper is implemented as a distributed memory
program written in C++/MPI. EpiHiper computes probabilistic
disease transmission between nodes (representing individuals)
in a network of edges (representing interactions between
individuals), as well as the disease progression within each
infected individual. It relies on synthetic populations, which
are made accessible to the simulations via a relational database
launched at runtime, and synthetic contact networks, which
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Fig. 3: A scatter plot of the number of nodes and edges in the social
contact network for each state in the synthetic population.

are partitioned pre-simulation and pre-loaded into the memory
of allocated compute nodes in order to support scalability.
The simulation also keeps track of the health state of each
individual at each tick (representing one day). We refer the
readers to Appendix XII in [1] for further details about the
simulation platform.

B. Synthetic populations and social contact networks

EpiHiper simulations depend upon detailed synthetic popu-
lations and contact networks to support accurate and realistic
simulations. The synthetic populations are prepared for each
of the 50 US states, as well as Washington DC. Figure 3 shows
a scatter plot of the node and edge counts by US state.

For each population, the synthetic population data contains
the traits of each synthetic person. Whereas particular sets of
traits may vary across simulations, typical choices for the US
include household ID, age and age group, gender, county code,
and the latitude and longitude of home locations.

The agent-based models use dynamic contact networks to
encode interactions between people during simulations. The
initial dynamic contact network in EpiHiper is generated stat-
ically. However, during the course of the simulation, each edge
in the contact network can be turned on and off dynamically
as required in response to, for example, social distancing
interventions. Each edge in the contact network includes the
identifiers of the two people in contact, and is annotated by
the duration of the interaction and the context in which the
people meet (home, work, shopping, other, school, college,
and religion).

Due to the large size of the contact networks, the network is
partitioned between different MPI processes at the beginning
of the simulation run. The overall objective is to split the
contact network so each partition contains approximately the
same number of edges, while at the same time ensuring that
all incoming edges of any given node are in the same partition.

Each individual p ∈ P in the synthetic population is
assigned a week-long activity sequence α(p) = (ai, p) where
each activity (ai, p) has a start time, a duration, and an activity
type from A, where A is the set of activity types. Data
sources used for this step include the National Household
Travel Survey (NHTS) [38], the American Time Use Survey
(ATUS) [37] and the Medical Treatment Utilization Schedule
(MTUS) [36], and these are fused to form consistent, week-
long activity sequences. We write α : P → A for the mapping



Bridges 2 Rivanna

# Total nodes 488 115
# Allocated nodes 50 50
# CPUs/node 2 2
# Cores/CPU 64 20
RAM per node 256GB (DDR4) 384GB (DDR4)
CPU AMD EPYC 7742 Intel Xeon Gold 6148
Network Mellanox ConnectX-6 Mellanox ConnectX-5
OS CentOS Linux 8 CentOS Linux 7
Filesystem Lustre Lustre

TABLE I: Configuration of Bridges 2 and Rivanna.

assigned to each person. For this construction, we use Fitted
Values Matching (FVM) for adults [26], and Classification
And Regression Tree (CART) for children (see, e.g., [5]).

C. Bridges 2 and Rivanna: A multi-HPC cluster setup

Due to the compute-intensive nature of the simulations, the
cluster at the author’s home university was not sufficient to
run the workflows in ‘real-time’. For this work, we assume
a time limit of 2-3 days as the real-time limit to run the
simulations, as further time is needed for human evaluation
of the results in order to support weekly delivery schedules
for our stakeholders.

Thus, the methodology presented in this paper makes use
of two computing clusters, Bridges 2 and Rivanna. Rivanna
refers to the computing cluster available at the University
of Virginia, and is a modest-sized cluster relative to the
significantly more powerful Bridges 2 cluster which is housed
at the Pittsburgh Supercomputing Center (PSC). Both clusters
use SLURM1 for scheduling. It should be noted that we were
only allocated a subset of Bridges 2’s nodes on its clusters
due to availability issues.

Job submission system. To be able to utilize the SLURM-
driven heterogeneous multi-cluster setup, we implemented a
custom job submission system for our workflow. The system
assumes that simulation jobs are organized by the regions they
will be simulating. For each of the regions, a set of simulation
configurations (cells) define the overall parameters of the
simulation. However, since the simulations are stochastic in
nature, each simulation configuration needs to be executed
multiple times to obtain robust statistical measures. Each of
these simulations is called a replicate. From the perspective of
the submission system, each such replicate is a task, and the
overall objective given a set of tasks is to be able to execute all
of them in a minimum amount of time given a set of compute
nodes.

At a high level, the system simulates one region at a time.
Before the simulations for a region are started, a PostgreSQL
database instance serving the data for the region is started. The
database instances are assigned a full compute node to run. It
is assumed that simulations for a given region take roughly the
same amount of time and require the same amount of CPU
and memory. Since on the Bridges 2 cluster the simulations

1https://slurm.schedmd.com/

Phase CPU usage
(core hours)

Memory usage
(GB hours)

Simulation 243,200 486,400
Postprocessing 33,024 66,048
Data compression 298 596

Total 276,522 553,044

TABLE II: Total compute time (in core hours) and memory
usage (in GB hours) used to complete a US national run (50
states and Washington DC) with a 15-cell and 15-replicate
setup on Bridges 2.

.
are memory-bound, we use a simple heuristic to estimate the
amount of memory required to run the simulations. Every
simulation is assigned at least k × E memory where E is
the size of the contact network for the region (in GB) and k
is a heuristic constant. On Bridges 2 we use k = 8. When
no more simulations for a given region are remaining, the
database server for the next region is started, followed by the
simulations for this next region. The regions are ordered by
the resource requirements (largest regions first).

The job submission system itself is run as a SLURM job
and is written in Python. The job submission system monitors
the SLURM job queue to start new simulations and database
jobs when necessary, and to stop database jobs when no more
simulations need the resources that it is serving.

Table II shows the total compute time (in core hours) and
memory usage (in GB hours) used to complete a US national
run (50 states and Washington DC) with a 15-cell and 15-
replicate setup on Bridges 2.

To transfer data between the two clusters we use the Globus
service2.

V. EXPERIMENT SETTINGS AND DESIGN

For the experiments, we use an agent-based simulation
model, EpiHiper (see Section IV-A). The simulation’s input
parameters specify the population demographics and con-
tact network, COVID-19 disease model, initial configuration
S0, non-pharmaceutical interventions (NPIs), and vaccination
schedule. The simulation output is a dendrogram: a directed
graph that tells us who infects whom and on what day. From
the output data, we can compute many epidemiological mea-
sures, including daily new infections, cumulative infections,
prevalence in each state/county, hospitalizations, and deaths,
as well as many other outcome measures.

A. Simulation parameterization

Our simulation experiment uses synthetic populations and
contact networks for the 50 US states and DC. The initial
conditions are calibrated to the conditions in each state as
of February 7, 2021. Every simulation is run for 300 days.
To address the stochasticity in the simulation outcomes, 15
replicates of each simulation are run, and distributions of
the outcome measures are computed. All figures presented in

2https://www.globus.org/



Section VI are based on data from 15 replicates. The curves
show an uncertainty of one standard deviation above and below
the mean.

Disease model. The disease model is the best guess version
of “COVID-19 Pandemic Planning Scenarios” prepared by the
US Centers for Disease Control and Prevention (CDC) SARS-
CoV-2 Modeling Team [10], and has been used by multi-
ple researchers in their papers. It is a Susceptible-Exposed-
Infectious-Recovered (SEIR) model where state transitions
follow the parameters as defined in the document. The disease
states and transition paths are shown in Figure 9 in [1].
Individuals of different age groups have different infectivity
and susceptibility; dwell time distributions and state transition
probability distributions are stratified by the following age
groups: preschool (0–4 years), students (5–17), adults (18–49),
older adults (50–64) and seniors (65+). Furthermore, individu-
als who are vaccinated have different disease parameter values
than those who are not vaccinated. Detailed parameterization
for unvaccinated individuals is summarized in Appendix XI
(see [1]).

To model the fast spread of new variants in the population,
we increase the transmissibility in the disease model over time.

Initializations. The simulations are initialized at the county
level by age group using the detailed data of confirmed cases
from [35]. The initialization specifies the health state of each
individual. Based on county-level cumulative confirmed cases
through January 21, 2021, we derive the number of prior
infections in each county by scaling the cumulative number
by a case ascertainment ratio of 3 (i.e., only one third of
all infections are reported), then computing the number of
prior infections in each age group of this county using the
age distribution in cases. We randomly choose individuals in
each age group in each county and set their health states to
recovered to reflect that they have already been infected.
Based on county-level daily confirmed cases from January
22 to February 7, 2021, we derive the number of individuals
who are infected each day by the same scaling, and seed the
simulation by setting randomly chosen individuals to exposed
by day in each age group of each county.

Non-pharmaceutical interventions. We consider four NPIs:
(i) Infectivity reduction (IR). A fraction (75%) of the pop-
ulation chooses to practice preventive behavior, e.g., mask
wearing and hand washing, which reduces their infectivity by
60%, if they are infected. (ii) Generic social distancing (GSD).
A fraction (15%) of the population chooses to reduce non-
essential (shopping, religion, and other) activities. (iii) Virtual
learning (VL). A fraction (25%) of K-12 students choose
virtual learning. (iv) Voluntary home isolation of symptomatic
cases (VHI). With a probability of 75%, a symptomatic person
chooses to stay home for 14 days, reducing the weights
on household contacts by 50%. For this person, all outside
contacts are disabled, and at-home contacts are temporarily
reduced by 50% during these 14 days.

B. Vaccination

Vaccine efficacy. Overall vaccine efficacy is characterized
by three numbers: (i) eI , efficacy against infection; (ii)
eD, efficacy against severe illness (requiring hospitalization
or leading to death) given infection; and (iii) eT , efficacy
against onward transmission given infection. Efficacy differs
for different vaccines. In this study we assume a hypothetical
vaccine similar to Pfizer-BioNTech and Moderna which are
the main vaccines administered in the US. We ignore the
partial efficacy after the first dose takes effect, and assume
that eI = 95%, eD = 50%, and eT = 100% starting only 21
days after full vaccination.
Vaccine hesitancy. Not everyone is willing to take COVID-19
vaccines. People may hesitate to get vaccinated for a variety
of reasons, including medical, social, ideological, or religious
concerns. The acceptance rate differs in different populations.
We take the recent Facebook survey results [13] on vaccine
hesitancy in each state, and use the acceptance rate as the
upper bound of the total number of people who will be
fully vaccinated in that state. This upper bound varies from
below 50% (e.g. in Mississippi) to above 90% (e.g. in New
Hampshire) – see Figure 11 in [1] for more details.
Vaccine demand schedule. We assume that vaccination in
the US is constrained by the demand (acceptance) but not by
the supply. That is, vaccines are available as long as there are
people willing to get vaccinated. Regarding vaccination rate,
we assume two different schedules: (i) accelerated vaccination
and (ii) accelerated-decelerated demand in vaccination. The
former schedule has a state-specific constant acceleration each
week such that all people willing to be vaccinated in the state
are vaccinated in 20 weeks (by the end of May 2021). The
latter schedule has a smaller constant acceleration each week
in the first 20 weeks (by the end of May 2021) but starts
to decelerate in the next 20 weeks (from June to October
2021) due to gradual saturation towards the acceptance upper
bound. Note that the weekly vaccination rates, counts, and
percentage of population depend on the different vaccine
acceptance rate in each state. We have also considered a
scenario where the vaccine acceptance rate is increased by
10% in every state. This can be achieved by improving the
convenience of getting vaccinated, transparency of information
on vaccination outcomes including side effects, and social
contagion of vaccination behavior via various social networks.
Vaccination prioritization. We assume that vaccines are only
given to people who are at least 18 years old. Among those
people, we consider the following prioritization strategies.

• No priority. Everyone 18+ years old is vaccinated with
a random ordering, given that they are willing to be
vaccinated. This is our baseline strategy.

• Age-based priority. This strategy prioritizes those who
are at least 50 years old (older adults and seniors). In
all vaccines administered each week, most (80%) are
allocated to the prioritized groups, but allow some (20%)
to be given to adults (18–49).



C. Experimental design

The design consists of 3 factors: (i) 2 vaccine acceptance
levels: survey-based acceptance rate and improved acceptance
rate (improved by 10%); (ii) 2 vaccination demand schedules:
accelerated (accel) and accelerated-decelerated (accel-decel);
(iii) 2 prioritization schemes: no priority and age-based prior-
itization. Combining the three factors, we have 8 cells, plus a
cell (no-vax) where the NPIs are in place, but the vaccinations
are not applied.
Calibration. We calibrate the disease model using the no-
vax cell for each state, where we fix the initializations and
NPIs, and all parameters in the disease model except for
transmissibility, a parameter representing the generic disease
infectiousness. For each state, we search for the transmissibil-
ity by targeting the effective reproduction number, Reffective,
estimated at the beginning of February 2021 using state level
confirmed case counts up to that time. We use the binary search
method, where in each iteration we update transmissibility
and run simulation with the no-vax settings, then estimate
Reffective from the simulation generated case counts and
compare it with the target value. Our search converges when
the simulation-based Reffective matches the ground truth-
based Reffective. The same disease model is then used for all
of the simulations in the remaining 8 cells. Each simulation
runs for 300 days and for 15 replicates.

VI. RESULTS AND ANALYSIS

Effectiveness of vaccinations differs in different states.
Figure 4 shows that, in terms of averted cases/deaths, vacci-
nation is more effective in some states than in others. Note
that, for comparison between states, the averted infections
and deaths are normalized by population size, so the numbers
are per 100K population. In the figure, the dashed lines are
the national average of averted infections (1364) and averted
deaths (9), normalized by the national population.

It is not obvious that averted infections/deaths are higher
in states with higher vaccine acceptance. For example, while
Hawaii and Rhode Island rank top in both vaccine acceptance
and infection/death aversion, California and Massachusetts
rank top in vaccine acceptance but their infection/death aver-
sions are below the national average. On the other hand,
Wyoming, Mississippi, and Oklahoma have the lowest vaccine
acceptance rates, but their infection/death aversions are above
the national average. In general, states with large populations,
like California and Texas, have a smaller number of averted
infections/deaths. There is a small positive correlation between
averted infections/deaths and vaccine acceptance, but a signifi-
cant negative correlation between averted infections/deaths and
population size, as shown in Table III.

Vaccine hesitancy reduces the effectiveness of vaccinations.
At the national level, the accelerated-decelerated vaccina-
tion demand due to vaccine hesitancy leads to more infec-
tions/deaths (fewer averted infections/deaths), compared to the
accelerated vaccination schedule. This is shown in Figure 5.
With an accelerated vaccination schedule, 2042 infections and

vaccination
acceptance population size

vs. aversion of vs. aversion of
infection death infection death

no priority
accel 0.050 0.042 -0.475 -0.445
accel-decel 0.078 0.079 -0.471 -0.439

age-based
accel 0.040 0.086 -0.482 -0.445
accel-decel 0.088 0.085 -0.473 -0.448

TABLE III: Correlation between averted infections / deaths
and vaccine acceptance / population size, under different
vaccination prioritizations and schedules.

12 deaths can be averted per 100K people. At the national
level, this results in a total reduction of 6.7M infections
and 39.4K deaths. With an accelerated-decelerated vaccination
demand schedule, the averted infections and deaths decrease
to 1364 and 8.6, respectively, per 100K. At the national level
it reduces 4.5M infections and 28.2K deaths in total.

These numbers highlight the health and human costs of
a slower vaccination schedule due to saturation in demand
for vaccination and vaccine hesitancy. Although the same
number of people are vaccinated at the end of both vaccination
schedules, because vaccines are administered faster in one
schedule than the other, the vaccines protect more people in
the accelerated scenario through indirect protections, i.e., more
people avoid getting infected before getting vaccinated.

Infections and deaths can be further reduced by improving
vaccine acceptance. Suppose we can increase the vaccine
acceptance rate by 10% in each state. Figure 6 shows that
this can improve aversion of infections and deaths over the
effect of vaccination at the current acceptance level. With
an accelerated-decelerated vaccination schedule, 10% more
vaccine acceptance can increase infection aversion from 1364
to 1445 and death aversion from 8.6 to 9.1 per 100K of
the national population, corresponding to a total aversion of
4.7M infections and 29.9K deaths. Although a smaller effect
compared to what an accelerated vaccination schedule can
achieve, the improvement is still significant.

VII. DISCUSSION

To get a closer look at the impact of slower vaccination
rates and the benefit of improved vaccine acceptance, we com-
pare the infection aversion in three scenarios, (i) accelerated
vaccination, (ii) accelerated-decelerated vaccination, and (iii)
accelerated-decelerated vaccination with 10% more vaccine
acceptance, for each state and compare the results across
states (see Figure 7 in [1] for the detailed plot). We find
that while the observations in Sections VI and VI hold in all
states, the magnitude of the impact is heterogeneous between
states. For example, in the northeast states, the benefit of
improved vaccine acceptance is only marginal, whereas in
Louisiana, Mississippi, and West Virginia, it significantly helps
in averting infections. This is because marginal improvements
from higher vaccine acceptance in cases and deaths depend
on the current level of acceptance. In the aforementioned
states, the vaccine acceptance and uptake levels are very low



(a) Averted infections

(b) Averted deaths

Fig. 4: Total averted infections (a) and
averted deaths (b) can be very different be-
tween states. The bars show the average
averted totals in each state, normalized to
count per 100K population. The red horizon-
tal lines show the average averted totals in
the whole US.

(a) Averted infections

(b) Averted deaths

Fig. 5: Due to vaccine saturation, vaccination
rates decrease after the initial acceleration.
This leads to fewer averted infections (a) and
fewer averted deaths (b) compared with a
constant acceleration of vaccination rate.

(a) Averted infections

(b) Averted deaths

Fig. 6: If we can increase vaccine acceptance
by 10%, we can reduce cases further in terms
of (a) infections and (b) deaths.

compared to the other states. Therefore, an additional 10%
vaccine acceptance would make a much bigger difference than
in a state where the current acceptance and uptake levels are
already high.

We can investigate such effects at sub-state levels. For example
if we zoom in on Virginia and compare the impact between
different districts, we find that while the benefit of improved
vaccine acceptance is significant in the northern and eastern
districts of Virginia, it is very limited in southwest Virginia
(see Figure 7 in [1] for the detailed plot).

To further investigate the heterogeneity of the infection/death
aversion between states, we compare the averted infections in
each state (with accelerated-decelerated vaccination rates) with
vaccine acceptance as well as demographic attributes, such as
population size, average age, and average household size (see
Figure 8 in [1] for the detailed scatter plot). We find that
the states have heterogeneous attributes, and that the averted
infections seem to be more correlated to population size and
average household size than to vaccine acceptance or average
age.

VIII. SUMMARY AND CONCLUSIONS

This paper studies the role of vaccine acceptance in con-
trolling the spread of COVID-19 in the US. Carrying out
the massive simulations, necessary for this study, required
high performance computing resources and addressing big-
data challenges. We showed how complex epidemiological
workflows can be carried out by simultaneously using two

large HPC systems; the need for this arose due to the ma-
chine configurations, access priority, and fast turnaround times
needed by federal and state agencies to support their COVID-
19 response efforts. We consider our vaccine study workflow
to be an exemplar case study demonstrating how scientific pro-
ductivity can be improved by developing and managing better
scientific workflows, which has recently been recognized as an
important issue in the HPC community [20]. Our results show
that vaccine acceptance has significant impacts on the overall
outcome of vaccination, and that this impact is spatially and
temporally diverse. Certain states are likely to do better even
with lower levels of acceptance than other states. The results
also quantify the marginal utility one can get by increasing
vaccine acceptance levels.
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